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Preface 

'Which test should I apply?' During the many years of working with ecologists, 
biologists and other environmental scientists, this is probably the question that the 
authors of this book hear the most often. The answer is always the same and along 
the lines of 'What are your underlying questions?', 'What do you want to show?'. 
The answers to these questions provide the starting point for a detailed discussion 
on the ecological background and purpose of the study. This then gives the basis 
for deciding on the most appropriate analytical approach. Therefore, a better start
ing point for an ecologist is to avoid the phrase 'test' and think in terms of 'analy
sis'. A test refers to something simple and unified that gives a clear answer in the 
form of a p-value: something rarely appropriate for ecological data. In practice, 
one has to apply a data exploration, check assumptions, validate the models, per
haps apply a series of methods, and most importantly, interpret the results in terms 
of the underlying ecology and the ecological questions being investigated. 

Ecology is a quantitative science trying to answer difficult questions about the 
complex world we live in. Most ecologists are aware of these complexities, but 
few are fully equipped with the statistical sophistication and understanding to deal 
with them. 

Even data gathered from apparently simple ecological research can require a 
level of statistical awareness rarely taught at the undergraduate or even the post
graduate level. There is little enough time to teach the essentials of ecology, let 
alone finding the time to teach 'advanced' statistics. Hopefully, for post graduates 
moving into academia there will be some advanced statistical support available, 
but many ecologist end up working in government, a voluntary organisation or 
consultancy where statistical support is minimal. 

Although, the authors of this book believe that a quantitative approach is at the 
core of being a good ecologist, they also appreciate how challenging many ecolo
gists find statistics. This book is therefore aimed at three levels of reader. 

At one level it is aimed at making ecologists aware of how important it is to de
sign scientifically robust ecological experiments or monitoring programmes, and 
the importance of selecting the best analytical technique. For these readers we 
hope the book, in particular the case studies, will encourage them to develop their 
personal statistical skills, or convince them they need statistical support. 

On the next level it is aimed at the statistically literate ecologist, who may not 
be fully aware of the techniques we discuss, or when to use them. Hopefully, we 
have explained things well enough for these readers to feel confident enough to 
use some of the techniques we describe. Often these techniques are presented in a 
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fairly impenetrable manner, even for the statistically aware ecologist, and we have 
tried to make our presentation as 'ecologist friendly' as possible. 

Finally, we hope the book will be of value to statisticians, whether they have a 
background in ecology or statistics. Ecological data can be particularly challeng
ing to analyse, and we hope that providing an insight into our approach, together 
with the detailed case studies, will be of value to statistician readers, regardless of 
their background and expertise. 

Overall, however, we hope this book will contribute in some small way to im
proving the collection and analysis of ecological data and improve the quality of 
environmental decision making. 

After reading this book, you should be able to apply the following process: 
'These are my questions', "This is my statistical approach', 'Here is proof that I 
did it all correct (model validation)', 'This is what the data show' and 'Here is the 
ecological interpretation'. 
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